
Test-bed input (Lefteris):

Executable:

java cisp.tests.scalability.Main PhysicalNodesNumber VirtualMachinesNumber InformationSourcesNumber InformationSources InformationConsumerLocation ProbingMode AggregationFunction GeneralRule

Parameters:

	Parameter
	Description

	PhysicalNodesNumber
	The number of physical hosts, in our case 1-6

	VirtualMachinesNumber
	A n-tuple with numbers representing the number of VMs per physical host. For example, the configuration: 

PhysicalNodesNumber=3

VirtualMachinesNumber=(1,2,3)

Represents a topology with three physical hosts (claydesk1, claydesk2, clayone)

and: 

1 VM on claydesk1

2 VM on claydesk2

3 VM on clayone

	InformationSourcesNumber
	The number of information sources in the experiment.

	InformationSources
	The location of the information sources in the form of:

(x1, y1), (x2, y2), where x1, x2 the physical machine ID and y1, y2 the VM id. For example:

The set (1,2), (2,3) represents:

The second VM of the 1st PM (i.e., claydesk1)

and the third VM of the second PM (i.e., claydesk2).

	InformationConsumerLocation
	The location of the information consumer, in the form of (x, y): 

x: the PM id

y: the VM id

Here, we assume that we have one information consumer.

	ProbingMode
	1: Monitoring Memory

2: Monitoring CPU

3: Monitoring Memory + CPU

	AggregationFunction
	1: SUM

2: AVG

3: MIN

4: MAX

	GeneralRule
	1: Optimize Resource Usage (CPU + Memory)

2: Optimize Network Usage 

3: Optimize Response Time


Controller input (Marinos):

	Parameter
	Description

	TopologySize
	0: Small

1: Medium

2: Large

	IsDynamicTopology
	0: No

1: Yes

	GeneralRule
	1: Optimize Resource Usage (CPU + Memory)

2: Optimize Network Usage

3: Optimize Response Time


Controller output (Marinos):

	Parameter
	Description

	PlacementMethod
	1: Random

2: Hotspot

3: Greedy

	NumberofAPs
	Number of aggregation points that receive information from the information sources. In case we have more than 1 AP, the Information sources transmit information to the closest one (in hops). In this case, it is assumed that the final aggregation takes place on the information consumer.

	Filtering
	0: False

1: True


Output of controller based on different inputs:

	TopologySize
	IsDynamicTopology
	GeneralRule
	PlacementMethod
	NumberofAPs
	Filtering

	0 (Small)
	0 (Static)
	1 (Resources)
	2 (Hotspot)
	1
	0

	0 (Small)
	0 (Static)
	2 (Network)
	2 (Hotspot)
	1
	1

	0 (Small)
	0 (Static)
	3 (Response)
	2 (Hotspot)
	2
	0

	1 (Medium)
	0 (Static)
	1 (Resources)
	3 (Greedy)
	1
	0

	1 (Medium)
	0 (Static)
	2 (Network)
	3 (Greedy)
	2
	1

	1 (Medium)
	0 (Static)
	3 (Response)
	3 (Greedy)
	2
	0

	2 (Large)
	0 (Static)
	1 (Resources)
	1 (Random)
	2
	0

	2 (Large)
	0 (Static)
	2 (Network)
	2 (Greedy)
	3
	1

	2 (Large)
	0 (Static)
	3 (Response)
	2 (Greedy)
	3
	0

	0 (Small)
	1 (Dynam.)
	1 (Resources)
	2 (Greedy)
	1
	0

	0 (Small)
	1 (Dynam.)
	2 (Network)
	2 (Greedy)
	1
	1

	0 (Small)
	1 (Dynam.)
	3 (Response)
	2 (Greedy)
	2
	0

	1 (Medium)
	1 (Dynam.)
	1 (Resources)
	3 (Greedy)
	1
	0

	1 (Medium)
	1 (Dynam.)
	2 (Network)
	3 (Greedy)
	2
	1

	1 (Medium)
	1 (Dynam.)
	3 (Response)
	3 (Greedy)
	2
	0

	2 (Large)
	1 (Dynam.)
	1 (Resources)
	1 (Random)
	2
	0

	2 (Large)
	1 (Dynam.)
	2 (Network)
	2 (Random)
	3
	1

	2 (Large)
	1 (Dynam.)
	3 (Response)
	2 (Random)
	3
	0


Placement algorithm input (Lefteris):

Executable:

ns placeAPs.tcl PhysicalNodesNumber VirtualMachinesNumber InformationSourcesNumber InformationSources InformationConsumerLocation PlacementMethod NumberOfAPs

	Parameter
	Description

	PhysicalNodesNumber
	The number of physical hosts, in our case 1-6

	VirtualMachinesNumber
	A n-tuple with numbers representing the number of VMs per physical host. For example, the configuration: 

PhysicalNodesNumber=3

VirtualMachinesNumber=(1,2,3)

Represents a topology with three physical hosts (claydesk1, claydesk2, clayone)

and: 

1 VM on claydesk1

2 VM on claydesk2

3 VM on clayone

	InformationSourcesNumber
	The number of information sources in the experiment.

	InformationSources
	The location of the information sources in the form of:

(x1, y1), (x2, y2), where x1, x2 the physical machine ID and y1, y2 the VM id. For example:

The set (1,2), (2,3) represents:

The second VM of the 1st PM (i.e., claydesk1)

and the third VM of the second PM (i.e., claydesk2).

	InformationConsumerLocation
	The location of the information consumer, in the form of (x, y): 

x: the PM id

y: the VM id

	PlacementMethod
	1: Random

2: Hotspot

3: Greedy

	NumberofAPs
	Number of aggregation points that receive information from the information sources. In case we have more than 1 AP, the Information sources transmit information to the closest one (in hops). In this case, it is assumed that the final aggregation takes place on the information consumer.


Placement algorithm output (Lefteris):

	Parameter
	Description

	NumberOfAPs
	The location of the APs

	APsLocation
	Location of the APs, in the form of:

(x1, y1), (x2, y2), where x1, x2 the physical machine ID and y1, y2 the VM id. For example:

The set (1,2), (2,3) represents:

The second VM of the 1st PM (i.e., claydesk1)

and the third VM of the second PM (i.e., claydesk2).

	ProcessingTime
	The processing time of the placement algorithm


Monitoring system input (Stuart):

Stuart’s monitoring system consists of three components, the InformationSource, the AggregationPoint and the InformationConsumer.

The main test-bed code executes the InformationSource executable in the locations of the test-bed specified from the InformationSources parameter, e.g.:

ssh InformationSourceLocation /root/workspace/CISP/InformationSource ProbingMode Filtering APLocation

The parameters of the InformationSource executable are:

	Parameter
	Description

	ProbingMode
	1: Monitoring Memory

2: Monitoring CPU

3: Monitoring Memory + CPU

	Filtering
	Whether filtering is applied:

0: No

1: Yes

	APLocation
	The Location of the AP that this particular Information Source is assigned. 


The main test-bed code executes the AggregationPoint executable in the locations of the test-bed specified from the APsLocation parameter, e.g.:

ssh AggregationPointLocation /root/workspace/CISP/AggregationPoint AggregationFunction

The parameters of the AggregationPoint executable are:

	Parameter
	Description

	AggregationFunction
	1: SUM

2: AVG

3: MIN

4: MAX


The main test-bed code executes the InformationConsumer executable in the location of the test-bed specified from the InformationConsumerLocation parameter, e.g.:

ssh InformationConsumerLocation /root/workspace/InformationConsumer

Output of monitoring system (Stuart):

The monitoring system should quantify performance in terms of:

1) Network overhead (e.g., bytes/sec/hop)
2) Resource usage (e.g., a way to show that more APs consume extra resources in terms of memory+CPU).
3) Response time

