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Abstract - There has been recently an increasing research interest in infrastructures that support network management applications and network elements with information, allowing them to autonomously adapt to the dynamics of the managed network environment. Here, we propose an information management infrastructure, called Information Management Overlay (IMO), which: (i) has a distributed structure, and (ii) considers the heterogeneous properties of the Future Internet. We analyze the optimal placement of the dynamic IMO nodes and suggest that information abstraction and device capabilities should be considered in the design of such a system. We support our design guidelines with evaluation results.

I. Introduction

The Future Internet is envisaged as a global network that will exhibit increased heterogeneity, spanning across different network technologies, device capabilities and user requirements. It will be a network that has ubiquitous and pervasive characteristics and supports device and resource mobility, encompassing wireless access clouds that connect to the core fixed infrastructure. The management complexity of the current Internet should be reduced using autonomic management techniques that carry out time-consuming tasks without or with minimum human intervention. For example, the administrators should be able to specify high-level rules, while the network devices should perform low-level management operations autonomously, in consistence with the pre-specified high-level guidelines.

A key issue in the network management for the Future Internet is the development of a common control space, which has autonomic characteristics and enables heterogeneous network technologies, applications and network elements to interoperate efficiently. The management applications need to be adaptable to the rapid changing environment, such as the specific network properties, the service and user requirements. This implies that, management applications and network entities should be supported by a platform that collects, processes and disseminates information characterizing the network environment. An increased awareness for the generic and specific properties of the network may bridge the gap between the specific technical details of the network entities and the high-level management goals. Here, we consider an infrastructure that manages information processing and flow within the network as an important stepping-stone towards this vision.

In this paper, we address design aspects of an information management infrastructure that exhibits the following properties: (i) collects information for the network devices, application and management services, and produces different abstractions of information that are in turn disseminated to the entities that exploit that information, (ii) has a distributed structure that is adaptable to the level of information abstraction and the specific requirements of the underlying element hardware (e.g., limited resource availability).

The design of such a system is challenging because it should:

· Be able to scale efficiently, at least, up-to the administrative domains that are exploiting such information. 
· Be able to handle dynamic environments, i.e., network entities that may join or leave the network.

· Consider the heterogeneity that spans across network devices, technologies and applications.

The above characteristics should be exhibited without human intervention and with minimum management overhead.

In this context, the information management infrastructure has a uniform view of the network but in different parts of the network may follow different information collection, processing and dissemination strategies. For example, a part of the network that consists of mobile energy-constrained nodes needs to follow a different information collection strategy from another part that is wired. The former should adjust its performance trade-offs in favor of energy-efficiency while the latter may focus more on reducing communication time and/or improving information accuracy. In practice, our infrastructure consists of two categories of IMO sub-layers, each one suitable for different resource capabilities and abstractions of information.

In this work, we consider different information abstractions and suggest that each one may match a different communication pattern. For example, an observation for the size of a router queue requires communication between an IMO-node
 and the router. A higher abstraction of information, such as the average router queue size in the system, requires communication with many different routers distributed in the network. Furthermore, we discuss strategies to optimize the information flow. For example, we explore the optimal placement of the IMO-nodes for minimum communication overhead and efficient resource utilization. 

This paper is structured as follows: section II provides the motivation for our work, section III details our proposal, section IV presents an analysis of the optimal node placement, section V presents an evaluation of four different node placement algorithms and section VI summarizes our work.

II. Background & Motivation

The Information Management Overlay is a basic component of the autonomic management architectural model proposed in the Autonomic Internet project [1]. IMO realizes the core functionalities of the Knowledge Plane illustrated in Figure 1. The Autonomic Internet (AutoI) project [1] aims to develop a self-managing resource overlay that spans across heterogeneous networks and supports service mobility, security, quality of service and reliability. 
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Figure 1. The Autonomic Internet (AutoI) architecture.

The overlay consists of a number of distributed management systems, which are described with the help of five abstractions - the OSKMV planes: Orchestration Plane (OP), Service Enablers Plane (SP), Knowledge Plane (KP), Management Plane (MP) and Virtualization Plane (VP). Together these distributed systems form a software-based control network infrastructure that will run on top of physical networks. More details on the AutoI architecture can be found in [2]. 

The IMO is a focused functionality Knowledge Plane that supports all other management applications with the necessary information towards the realization of self-management capabilities. It is different from the Knowledge Plane proposed in [6], which is a unified solution that includes cognitive techniques, knowledge management and Artificial Intelligence (AI). Clearly, IMO decouples information management from the other network management functionalities that are now part of the Management and Orchestration planes of the AutoI architecture [2].

In [10] the authors present specific implementation details of a knowledge plane architecture that consists of a network knowledge plane (NetKP) in the network layer, and of multiple specialized KPs (spec-KPs) on top of it. This architecture is built using static agents. We use the same concept of specialized sub-layers in the design of the IMO.

Most autonomic computing platforms are targeted to stable systems with sufficient resources [7, 8]. There are a limited number of approaches that are focused on dynamic environments, such as MANETS [13]. In [13], the authors propose a context-aware system driven by policies that can be tailored towards high-level goals through policy modification. The reconfigurable context-sensitive middleware (RCSM) [18] deals with context awareness in mobile devices assuming reliable underlying ad hoc transport protocols. In [14] the authors introduced a collaborative context determination approach optimized for MANETs. In this approach, a mobile node gains its context information from its neighboring peers. 
The Aura project [9] associates accuracy and confidence values to context information and is optimized for ubiquitous environments. Other approaches that address the fundamental trade-off between information accuracy and management overhead include [15, 16, 19, 20, 21]. The solution proposed in [19] is centralized. The information management systems [20, 21] were proposed in the context of wireless sensor networks and are not directly applicable to network management systems. 

It is common that the information collected from resource-constrained devices is aggregated using functions such as SUM, AVERAGE, MIN, and MAX. The GAP [16] and A-GAP [15] are generic aggregation protocols with controllable accuracy. The level of accuracy regulates the amount of management overhead that constrained environments are able to handle. These protocols maintain a spanning tree and update the network state variables through incremental aggregation. The distributed hierarchical structure together with the controllable accuracy allows these proposals to scale. The approaches presented in [5, 22] are based on the Distributed Hash Tables paradigm. These solutions are able to scale well but are not suitable for resource-constrained environments. Furthermore, it is very difficult to tackle the locality problem [12], which leads to significant management overhead.

We are not aware of a proposal that attempts to handle information management for heterogeneous network topologies, e.g., topologies with wireless parts. In this work, we propose an adaptive platform that follows different distributed structures and information collection, processing and dissemination strategies based on the requirements and the unique properties of each environment.

The design of an autonomic management architecture for the Future Internet needs to overcome many challenging problems that include an efficient representation and derivation of knowledge, the incorporation of AI and cognitive techniques, security issues, information flow optimization, compatibility with legacy hardware and software, resolution of knowledge conflicts and others. Here, we detail the characteristics of a component that supports similar architectures with information, focusing particularly on information flow optimization. We attempt to give answers to strategic issues, such as the optimization of the information flow and the placement of IMO-nodes with respect to management overhead and resource utilization.

III. Analysis of Our Proposal

The Information Management Overlay is a management infrastructure that collects, processes and disseminates information to the network entities and management applications, acting as an enabler for self-management functionality. IMO regulates information flow based on specific characteristics of the information and the constraints of the underlying hardware. For example, high granularity information (e.g., monitoring data) should be collected from nodes that (i) are not many hops
 away from the information source, and (ii) have enough available resources to handle this process. An infrastructure that handles information requiring low data-rate transmissions may trade communication cost for robustness (e.g., through controllable information accuracy).
Here, we detail the structure of our proposal and a discussion on the information collection, dissemination and processing strategies it follows.
A. Structure of the IMO
The IMO consists of a number of sub-layers that form a hierarchy. Each sub-layer communicates with sub-layers one step higher or lower in the hierarchy. The lowest sub-layers in the hierarchy handle information collection from the devices. Generally, the higher levels of the hierarchy may support sophisticated decisions (e.g., planning) that are part of the Orchestration Plane and the other levels more device-oriented decisions that are part of the Management Plane. In practice, we group the different sub-layers based on the level of information abstraction, considering also constraints of the underlying hardware. 

B. Information collection / dissemination
For example, an IMO sub-layer that supports a routing protocol with information may be separated from another IMO sub-layer that collects information for the mobility patterns of dynamic nodes. Information from both of them may be collected by an IMO sub-layer that enables multi-homing capabilities.

C. Information processing
We give as an example three different abstractions of information based on the works proposed in [3, 4]. The data are associated with the system’s observations for certain activities or parameters. They are just raw data that can be combined and processed, forming structured data. A mechanism may isolate certain patterns from the structured data. Actually, the higher level of information abstraction we consider here is formed by simple patterns that do not require sophisticated cognitive techniques. We note however that a better definition and hierarchical mapping of the information abstractions is a subject of a future work.

As per Figure 2, each abstraction level has unique characteristics. For example, the data are related to a specific entity in the system, the structured data to a part of the network and the patterns to larger parts or the whole network (i.e., the scope of information increases by the abstraction level). Furthermore, the higher abstraction levels are managed by fewer IMO-nodes placed further away from each other. In this paper, we assume that each level of abstraction may match a different communication pattern and consequently requires a different technical approach. For example, a DHT-based structure may be more suitable for the patterns and a hierarchical structure for the structured and raw data. 
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Figure 2. Abstractions of Information.

We note that a higher level of information abstraction than the simple patterns we consider here (i.e., knowledge) requires Artificial Intelligence (AI), sophisticated cognitive techniques and probably human intervention. We note that such approaches are outside the scope of our current work. The Information Management Overlay proposed here handles only information that is related to the past. A new construct, such as the Orchestration Layer proposed in [2] may handle knowledge related to the future, such as knowledge to support planning. 

Here, we initially attempt to design an IMO that considers characteristics of the information and constraints of the network environment. We form the hierarchy of the IMO sub-layers in a way that allows each sub-layer to have a different distributed structure. In figure 3, we show an example of a heterogeneous network and three different IMO sub-layers that handle information. In this example, IMO sub-layer A collects information from the five palmtop devices on the left, IMO sub-layer B from the three palmtop devices on the right. The IMO sub-layer C is placed on the top of the hierarchy. The third sub-layer collects information from both first two sub-layers and produces a higher level of information abstraction.
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Figure 3. Heterogeneous topology with multiple IMO sub-layers.
Here, we detail the pros and cons of the different options for the structure of a sub-layer. The hierarchical structure is a very good choice for static network environments but can be very difficult to maintain in dynamic environments (e.g., with participating mobile nodes). A P2P structure (i.e., using Distributed Hash Tables [5, 12]) may match particular characteristics of dynamic networks but: (i) produces extra overhead that can be avoided in static environments, and (ii) it is hard to aggregate information because it is distributed. Furthermore, in cases that information needs to be broadcasted as soon as possible and everywhere (e.g., emergency situations) epidemic routing may be used [17]. 

The pervasive characteristics of the Future Internet require IMO-nodes to be deployed in resource-constrained devices. Here, we discuss alternative options for the structure of the different IMO sub-layers in such environments. For example, a MANET consisting of devices with homogenous resource capabilities may use a flat distributed approach for the IMO sub-layer (e.g., the IMO sub-layer A, Figure 3). A hierarchical structure may end up draining the resources of the nodes that have been assigned extended responsibilities, which may cause a network split. A DHT-based approach may suffer from increased overhead due to routing locality problems or to information that changes frequently [5, 12]. However, the routing locality problem can be addressed from the IMO. A specialized IMO sub-layer can inform a node about its neighbors, providing useful input for the overlay routing mechanisms. Furthermore, the IMO-nodes should be deployed in the entities that have better resource availability [13] (e.g., IMO sub-layer B, Figure 3). In hybrid topologies, a solution that deploys information in infrastructure nodes may have a positive impact on energy efficiency and management overhead. Generally, it is efficient to allow resource-constrained mobile devices to utilize resources from infrastructure nodes, i.e., being smart terminals. The main issues here are scalability and the single point of failure. 

The structure of the Information Management Overlay consists of a number of IMO-nodes placed in different points in the network. Some of them are anchored to a particular node (e.g., in case of static nodes) while others may have a dynamic placement. The quantity and placement of the IMO-nodes are important factors that allow the IMO to be scalable, efficient and robust. 

We note that it is a challenging problem to design a single robust solution that addresses the above heterogeneous characteristics of the Future Internet. We consider a more detailed design of such an infrastructure as a future work.

IV. Optimal IMO-node Placement

In this section, we attempt to optimize the placement of the dynamic IMO-nodes. In this context, we discuss different node placement algorithms, namely the: Random, Hotspot and two variations of the Greedy Algorithm. Similar algorithms have been proposed in the area of Content Distribution Networks [11].

TABLE I

Variables and Definitions

	Variable
	Definition

	N
	Set of available nodes, N={1, 2, …., n}, 

where n the number of nodes

	M
	Set of IMO nodes, M={1, 2, …., k}, 

where k the number of IMO nodes

	Cost (N1, N2)
	The communication cost between N1 and N2, based on a cost function

	S
	A subset of N that is a source of information 

(set of sensors)

	D
	A subset of N that resolves information 

(set of actuators)


In this analysis, we assume that all available entities in the system (set N) can be potentially selected as IMO-nodes (set M). The subset S of N offers information through the nearer IMO-node (i.e., in number of hops) to the subset D of N that resolves that information.

D. Random Algorithm

The Random algorithm chooses randomly k IMO-nodes from the N set of available nodes, based on a uniform distribution. The k nodes become the IMO-nodes. It is a very simple algorithm and thus produces insignificant processing overhead. It may be suitable for devices with limited processing capabilities. 

E. Hotspot Algorithm

The Hotspot algorithm places the k IMO-nodes near the nodes that have more chances to produce significant communication overhead. A node is considered as a “hotspot” when it is connected to a high number of nodes. In practice, node density is the important factor. We calculate for each potential IMO-node a cost function F that quantifies node density. The function we used is the following:

F (Ni)=a3 + b2 + c1
where a, b, c are the number of nodes that have one hop, two hops and three hops distance from the node Ni, respectively. We note that in certain environments (e.g., MANETs) the number of hops may not be the only parameter that expresses the network distance between two nodes. For example, a similar cost function may also include parameters such as network latency, available energy, memory, CPU power etc.

F. Greedy Algorithm

In this paper we introduce two variations of the Greedy algorithm [11] that are more suitable for the design of the IMO. The pseudo-code for the first variation (i.e., the Greedy A) is the following: 

repeat until all k IMO nodes are placed:

for i=1 to n


for k=1 to n



total_cost ($i) = total_cost ($i) + 



min (cost (Ni, Nk), cost (Nk, Ml))



# where Ml is the IMO node nearer to 



# Ni (if there is one)


next


select and place the node that is

   assigned the less total_cost 

next 

The Greedy algorithm places IMO-nodes one at a time. Every new iteration considers all previous selections in place, choosing the best node based on a cost function. Here, we consider the number of hops as the cost function.

The greedy A algorithm assumes that every node Ni can be a potential source of data. However, in reality only a subset of N (i.e., the S) nodes are data sources for the IMO. Based on the assumption that the IMO is aware of the locations of the information sources, Greedy B algorithm considers only the S nodes rather than every potential node (i.e., N). In environments that all nodes may potentially be information sources, the Greedy A algorithm may be used instead.

We note that the Random and Greedy algorithms are suitable for both initial and dynamic placements of IMO-nodes because they can produce a result from a partial input. The Hotspot algorithm may be used only for the initial placement, because it requires a cost function to be calculated for each node in the network. 

V. Evaluation Results

We evaluated the four IMO-node placement algorithms using the linear topology of Figure 4. We implemented the simulator using TCL and executed the experiments on an Acer TravelMate 3022WTMi laptop with 1GB of memory. We executed two series of simulations, consisting of 5 and 10 networks in the backbone line (i.e., Autonomous Systems (ASs)), respectively. As illustrated in Figure 4, 10 nodes were connected to each AS. In our implementation, we calculated the distance between two nodes in hops using the Dijkstra's shortest path algorithm. We note that in a real implementation, the IMO-node placement algorithms should use the same shortest path algorithm with the underlying network layer. Furthermore, we assume that the IMO is aware of the graph of the network topology. This assumption is not unreasonable, since topology is one of the most important information aspects that need to be handled from such infrastructures.
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Figure 4. Simulation topology.

In our scenarios, we place randomly 10 Managed Entities in the topology, which transmit data periodically (i.e., with a period of 1 sec) to the nearest IMO-node (in number of hops). The data are collected from the IMO-node, processed and transmitted again to a node that exploits this information (e.g., an IMO-node from another IMO sub-layer). The node that resolves information is also placed randomly in the topology. In our scenario, we assume that each data packet has the size of 100 bytes. The data transmission between the IMO-node and the node that resolves the information has a period of 10 seconds, assuming that the higher level of abstraction of the new processed information requires lower data transmission rates. In both scenarios, we ranged the number of IMO-nodes from 2 to 10.

For each simulation, we measure the average data transmitted per hop (measured in Bytes / sec / hop) and the average processing time for the IMO-node placement algorithm. The former metric quantifies the communication and the latter the processing cost. Both of them should be optimized and are important factors, e.g. for the lifetime of mobile devices.

All of our experiments have a non-deterministic nature. Consequently, we executed each experiment 20 times using different initiation values. Each of our Figures depicts the average values of the particular metric. In the figures, we indicate the standard deviation of our measurements, every time it is not insignificant.

As we can see in Figures 5-8 the Random placement algorithm is associated with the less processing cost. This result is consistent with the complexity of the algorithm that is O (MN) [11]. However, the lower complexity comes with a high communication cost (Figures 5, 7). The Hotspot and Greedy B algorithms have similar complexity (Figures 6, 8) but the Greedy B algorithm performs better in terms of communication cost (Figure 5, 7). The Hotspot and Greedy A algorithms produce almost the same communication cost. However, the associated processing cost is significantly higher for the Greedy A algorithm. 

In general, the Greedy B algorithm performs better in terms of communication and processing cost. For example, an IMO sub-layer that uses the Greedy B algorithm may use 3 less IMO-nodes than an IMO sub-layer that uses the Greedy A algorithm (see Figure 7), because they produce almost the same communication cost. 
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Figure 5. Communication Cost (5 ASs).
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Figure 6. Processing Cost (5 ASs).
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Figure 7. Communication Cost (10 ASs).
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Figure 8. Processing Cost (10 ASs).

VI. Summary & Open Issues

In this paper, we introduced the Information Management Overlay, a central component of the Autonomic Management Architecture [2] proposed in the Autonomic Internet project [1]. The IMO supports network management applications and network entities with information, acting as an enabler for self-management functionality. Such an infrastructure faces challenging problems, including information modeling, collection, processing and data flow optimization. A key aspect is to define in detail the information flow from the management applications that pertains to the realization of the self-management functionality. In this paper we took an initial generic view regarding the potential structure of the management overlay and the optimization of the information flow. We intend to look at other concrete issues in our future work. 
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� An IMO-node is the basic distributed component of the IMO infrastructure. 


� In this paper, we only consider the physical hops and not the overlay hops.
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